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Virtualization

Hi; so, welcome to our next lecture on cloud computing. We will quickly go through the
virtualization concept; we have already discussed some of these aspects in our previous
lectures. But I thought that we will have some few more slides on it, one of the core
concepts. So, virtualization is one of the core concepts or one of the core prime mover or
having these cloud computing. For which the cloud computing is existing today and if
you see this virtualization is not a new concept, it is already there. We; many of our are
used to virtualizes. We virtualize a Linux system over a window system over a Linux

system. So, I have some sort of a virtual realization of the things.

And if you look at that other end, we are used to different other resources like
networking, etcetera. So, I have a; we can have a virtual lane or v lanes, which is pretty
popular which we have vpn virtual private networks and so for. So, virtualization is there
and this cloud computing architecture technology, tries to exploit this feature for giving
different services of cloud. So, as we have seen this IaaS or infrastructure as a service.
So, from the subscriber point of view, what the subscriber gets. So, access to virtual
computers, right, network accessible virtual storage, network infrastructure components

like firewall configuration services, etcetera.



(Refer Slide Time: 02:03)

laaS — Infrastructure as a Service

* Whatdoes a subscriber get?

— Access to virtual computers, network-accessible storage, network
infrastructure components such as firewalls, and configuration services.

* How are usage fees calculated?
= Typically, per CPU hour, data GB stored per hour, network bandwidth
consumed, network infrastructure used (e.g., IP addresses) per hour,
value-added services used (e.g., monitoring, automatic scaling)
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So, as if I being a subscriber, I get access to a virtual machine right or set of machines.
And then, I may want that particular machine with particular storage and other
configurations. So, I do not know where it is, how it is configured. But for me if through
this particular that interface; It is a type of machines which I am looking for. Even it is
possible that, I have a combination of these virtual machines, along with a particular
backbone network and realize a network infrastructure for my purpose right. So, this is
that what subscriber gets for me and how uses and what I pay for it. Is basically typically,
per CPU hour, GB data stored, may be on a hourly basis. Network bandwidth consumed
on a particular rate, network infrastructure used. That how much IP address which are the
routers etcetera and value added there can be value added services. Like I monitoring

automatic scaling and type of things are the things which are value added services.
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laaS Provider/Subscriber Interaction Dynamics

* Provider has a number of available virtual machines

(VMs) that it can allocate to clients.
= Client A has access to vm1 and vm2, Client B has access to vm3 and Client C has
access to vind, vms and vmb
— Provider retains only vm7 through vmN
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So, providers theoretically have a large pool of virtual machines; that means, if I am a
cloud service provider, I say that these are my flavors of virtual machines which are I am
having at my thing right. And then I say that if you want a set of virtual machine, then I
go on provisioning it right. And usually these are in 2 different categories. Though
theoretically, I can configure any of the virtual machine, but in practical sense it is under
with specific configuration and etcetera. Like I say that [ have VM with very low things,
like in case of our megamaltical. We have a virtual 3 type of virtual machines, 1 is litkgp
vms. Which has a 4 GB RAM, with 20 GB hard disk space and these are the other
processing etcetera. we have a liitkgp large, which has a 8GB RAM so and so far. Which
have a we have a litkgp extra large, which has a 60 GB RAM say these are the 3 flavor.

Now, based on that based on my backbone resource availability, I have a mix and match
of the things not only that, the type of VMs. I will have is also dependent on type of
request, I get on this VMs, right. If I have a heavy request on only the smaller type of
VM then, I want to provision that smaller type of VM much more than the higher things,
So and so far. So, these are the considerations which come into play right. So, like in this
case A has a access to VM 1 to VM 2, right. Whereas, B has a access to VM 3, where the
client C has a access to VM 4 to VM 6. Where the providers retain VM 7 through VM n
for it is other users. So, that can be that can be a modeled and go on doing that and these

are typically done like that.
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laaS Component Stack and Scope of Control

* laaS componentstack comprises of hardware, operating system,
middleware, and applications layers.

* Operating system layer is split into two layers.

= Lower (and more privileged) layer is occupied by the Virtual Machine Monitor (VMM),
which is also called the Hypervisor

— Higher layer is occupled by an operating system running within a VM called a guest
operating system
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So, if you look at the IaaS component stack and scope of control. IaaS components stack
comprises of hardware operating system, middleware and applications layer. So, these
are the typical thing. So, operating system is built into 2 layers, lower the most privilege
layer. So, if we look at the more code to the operating system is occupied by the virtual
machine monitor or VMM which is also called the hypervisor, right. Higher layer is

occupied by the operating system running within a VM called a Guest operating system.

So, the as we have seen that we have a like in this case, In the middle, if you see that I
have the bare metal hardware, where the cloud providers have a total control; cloud
subscriber has practically low control. Over that, I we have a hypervisor right or VMM
or virtual machine monitor. Where the administrative control of the cloud provider are
cloud subscriber can basically request a request for VM etcetera to this hypervisor. And
then we have, other layers like Guest OS, middleware like java etcetera. Application like
mail and CRM and other type of things, where the subscriber has the total control in case
of a Taas. Where the provider does not have any control or does not provider does not
control it for the thing right. So, this is the way it goes on. So, if we look at it the type of
control at the upper layers are moved to the subscriber and type of control at the lower

layers are moved to the provider side.



(Refer Slide Time: 07:20)

laaS Component Stack and Scope of Control

* |nlaaS Cloud provider maintains total control over the
physical hardware and administrative control over the
hypervisor layer

* Subscriber controls the Guest 05, Middleware and
Applications layers.

* Subscriber is free (using the provider's utilities) to load any
supported operating system software desired into the VM.

* Subscriber typically maintains complete control over the
operation of the guest operating system in each VM.
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So, in laaS cloud provider maintains total control over the physical hardware and
administrative control over the hypervisor layer. Subscriber control the Guest OS,
middleware and the application layers. Which are which over the subscriber, subscriber
is free using provider’s utility to load any support operating system things. So, if the
provider provides the support, the subscriber can load any Guest OS. Subscriber
typically maintains complete control over the operation of the Guest operating system in
each VM. So, though the subscriber once it loads it has the total control over the Guest
OS, like if I if the cloud provider is providing me some Linux OS and hypervisor and
allows me to load Linux or windows, etcetera. So, if I load some flavor of Linux, then I

have a total control over that particular thing.
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laaS Component Stack and Scope of Control

* A hypervisor uses the hardware to synthesize one or more
Virtual Machines (VMs); each VM is "an efficient, isolated
duplicate of a real machine" .

* Subscriber rents access to a VM, the VM appears to the
subscriber as actual computer hardware that can be
administered (e.g., powered on/off, peripherals configured) via
commands sent over a network to the provider.
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[aaS components stack and other thing, the hypervisor uses hardware to synthesis one or
more virtual machines or VMs. Is an efficient isolated duplicate real machine, subscriber
rents access to VM, the VM appears to be subscriber as actual computer hardware that
can be administered that is powered on off peripherals configures via commands send
over the network, etcetera. So, that it because what I am having as a subscriber is

primarily interface with the provider and I can go on communicating with that.

(Refer Slide Time: 08:49)

laaS Cloud Architecture

* Logical view of laaS cloud structure and operation

Logical laaS Cloud Architecture
[

.
=

-

|- - [cvm] [Emai] [craz]- - -

ance "NISTDRAFT Cloud

{ ' NPTEL ONLINE
IIT KHARAGPUR ‘ CERTIFICATION COURSES




So, typically if you look at a typical architecture. So, there are several components over
at the top is the cloud manager. There are different cluster managers, which are at the
second level of the things and below that is the computer manager or CM, right. And the
CM is basically at the; has this hypervisors and different type of virtual machine
immolated over the things, right. So, we have at the cloud manager and the data object
storage, which is the muster data base of keeping track of the things. Then at the lower
level we have a persistent local storage like so; that means, the storage which does not go
have a when the cloud provider is not there. When the VMs are not used or shut down

and type of things.

(Refer Slide Time: 09:43)

laaS Cloud Architecture

* Logical view of laaS cloud structure and operation
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So, if we look at that 3 level hierarchies of the components, have 1 is the top level is
responsible for the central control, like the cloud manager. The middle level is
responsible for management of possibly large computer cluster and may be
geographically distance from one another. So, if you look at this cluster manager, it is
managing this large clusters, which maybe geographically spread and the third is the
bottom is responsible for running the host computing system on which virtual machines
are created. So, these are running this host computing system, where the VMs are
created, right. So, this is typically 3 layer of control subscriber quarries and comment
generally flow into the system. At the top are forwarded down through the layers which

either answer quarries or execute commands.
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laasS Cloud Architecture

* Cluster Manager can be geographically
distributed

* Within a cluster manger computer manger is
connected via high speed network.
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So, laaS cloud architecture cloud manager can be geographically distributed. Within a
cluster manager computers manager is connected by a high speed network. So, this is
this if you look at the cluster manager, these are all connected through a high speed

network.

(Refer Slide Time: 10:50)

Operation of the Cloud Manager

* Cloud Manager is the public access point to the cloud where
subscribers sign up for accounts, manage the resources they rent
from the cloud, and access data stored in the cloud.

* Cloud Manager has mechanism for:

— Authenticating subscribers

— Generating or validating access credentials that subscriber uses when
communicating with VMs.

= Top-level resource management.

* For a subscriber’s request cloud manager determines if the cloud
has enough free resources to satisfy the request
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So, now if you look at the quickly that operation of the different things; so, what we have
cloud manager at the top, then the cluster manager then the computer manager which

manages the individual things right. So, if you look at the cloud manager duty, is the



public access point of the cloud that is the first thing. So, whenever somebody access the
cloud in the public, where the subscriber sign in for accounts manage and resources they

rent from the cloud etcetera.

Cloud manager has the mechanism for: authenticating subscriber. Whether the
authentication mechanisms generating or validating access credential with the subscriber
uses when the communication with the VMs like when it is basically the whole system
top level resource management. So, for subscriber request cloud manager determines, if
the cloud has enough free resource or to satisfy the thing. So, subscriber resource on the
things. So, cloud manager maintains Meta data information. So, if I request for a
particular VM or a set of VMs which are not available on the cloud, then it becomes the

cloud manager has to take a call. So, it is manages at the subscriber level.

(Refer Slide Time: 12:01)

Data Object Storage (DOS)

* DOS generally stores the subscriber’s metadata like user credentials,
operating system images.
+  DOSservice is (usually) single for a cloud.
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There is a thing called data object storage or DOS. DOS generally store the subscriber’s
metadata as we are talking about the user credential operating system etcetera DOS

service usually single for a cloud.

So, what we say that the particular DOS service is for a particular cloud. So, it maintains
a; what we say registry or a cataloging or a metadata service for that whole cloud. So, it
is the binding block of the whole thing, that what are the services available whether the

free resources available etcetera are all updated in those.
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Operation of the Cluster Managers

* Each Cluster Manageris responsible for the operation of a collection of
computers that are connected via high speed local area networks
Cluster Managerreceives resource allocation commands and queries
from the Cloud Manager, and calculates whether part or all of a
command can be satisfied using the resources of the computersin the
cluster.

*  (Cluster Manager queries the Computer Managers for the computersin
the cluster to determine resource availability, and returns messages to
the Cloud Manager
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So, if we look at the cluster manager that this middle level. So, it is responsible for
operation of collection of computers that are connected via high speed local area
network, right. So, that is the; it manages the lower level computers, cluster manager
receive resources allocation commands and queries from the cloud manager at the top
and calculate whether the part or all of a command can be satisfied using the resource of
computers in the cluster. That means, when the cluster manager gets a request, it checks
that whether the; it is available resource within the cluster. Whether it is able to satisfy
the things and accordingly it says appropriate signal to the things. Like so, that it can

accept or cannot accept and type of things.

Cluster manager queries the computer manager for the computers in the cluster to
determine resource availability, returns messages to the cloud manager. That mean, it
becomes a middle ware or a agent between the cluster manager and the cloud manager. If
you look at the operation, there it get the direction for the cloud manager and then
instructs the computer managers to perform resource allocation, reconfiguration, de
allocation of resources and etcetera. Is cluster managers connected to a persistent local
storage; that means, it is the. So, called coat uncoated non volatile storage. When the
particular virtual machine is shut down deprivation or some issues come up. So, that it

has a local storage into the things.



So, the please provide persistent disk like storage to the virtual machine. So, it is as if
persistent disk like the same things are there. So, the data when you next time log in it

will be available with you.

(Refer Slide Time: 14:25)

Operation of the Computer Managers

* At the lowest level in the hierarchy computer manger runs on each
computer system and uses the concept of virtualization to provide Virtual
Machines to subscribers

* Computer Manger maintains status information including how many
virtual machines are running and how many can still be started

+  Computer Manager uses the command interface of its hypervisor to start,
stop, suspend, and reconfigure virtual machines
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So, look at the; if we look at the operation of the cloud manager. At the lowest level in
the hierarchy cloud manager runs on each computer system uses the concept of
virtualization to provide virtual machine to the subscriber. So, cloud manager is basically
providing the VMs. So, it is the to the subscriber this providing VMs it is responsible for
that, computer manager maintains status information including how many virtual
machines are running, etcetera. So, it maintains the status information, as of now how
many virtual machines are running. Also cloud manager uses command interface to

hypervisor to start, suspend and reconfigure virtual machines.
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Virtualization

Virtualization is a broad term (virtual memory, storage, network, etc)

= Focus: Platform virtualization
Virtualization basically allows one eomputer to do the job of multiple computers, by sharing the
resources of a single hardware across multiple envirenments
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So, it also same if there is a need to the computer manager. So, all this what we see is,
virtualization place important role, right. So, how this virtualization is made and what are
the aspects etc: thing we will try to see quickly in the subsequent slides. So,
virtualization is a broad term, it can be a virtual memory, it can be virtual network, it can
be virtual storage, etcetera. So, anything which can be virtualized is a virtualization
aspect. Our primary focus is the platform for virtualization, right. Virtualization basically
allows, one computer to do the job of multiple computers, right, by sharing resources of

a single hardware across multiple environment.

So, that is important so; that means, I have a bare metal then, I create different machines
or virtual machines which can cater to the things. But at the back end, my same bare
metal is running now this becomes a very tricky. So, because suppose you are running if
you are having the your bare metal on particular environment and then you are running
one machine on windows, one machine Guest OS on Linux, one machine or some other
things etcetera. Then there is a problem of issue of how this say instruction, set of this
Guest OS will be running on the hardware at the end. So, that there are issues of like that,
there are issues of application sizing there are issues. When the VM says that, I require

more resources or I want to release other things, how it manage So and So far.

So, of we look at the hardware. So, if it is a no virtualizes system a single OS controls

the all hardware platform resources. If it is a virtualization system it takes the possibly, it



makes it possible to run multiple virtual containers on a single physical platforms. So, I
can have multiple virtual containers, which can run on or which can be plugged into a

single physical infrastructure.

(Refer Slide Time: 17:14)

. . .
Virtualization
+  Virtualization is way to run multiple operating systems and user applications on the
same hardware

= E.g., run both Windows and Linux on the same laptop
How is it different from dual-boot?

— Both OSes run simultaneously
The O5es are completely isolated from each other
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So, we are somewhat experienced with this virtualization. So, virtualization is a way to
run multiple operating system and user application on the same hardware. So, that is
virtualizes. So, I can I have 2 different operating system on the same; that means, I say I

virtualized one this OS out of this, right.

So, run both windows Linux on the left off. So, how is it different for dual boot also? We
are doing that once windows etcetera. Here in case of virtualization this different OS or
all the OSs are running together right or simultaneously. The OSs are completely isolated
from each other, right. They are completely isolated from each other in case of a true

virtualization.
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Hypervisor or Virtual Machine Monitor

Research Paper Popek and Goldberg, “Formal requirements for virtualizable third generation architectures” CACM 1974
(http./ partal acm.org/ citation cfm?deid=361011 361073)

A hyparvisor or virtual machine moniter runs the guest 05 directly on the CPU. (This only works if

the guest OS5 uses the same instruction set as the host 05.) Since the guest OS5 is running in user

made, privileged instructions must be intercepted or replaced. This further imposes restrictions on

the instruction set for the CPU, as observed in a now-famous paper by Popek and Goldberg

identify three goals for a virtual machine architecture:

+  Equivalence: The VM should be indistinguishable from the underlying hardware.

* Resource control: The VM should be in complete control of any virtualized resources.

+  Efficiency: Most VM Instructions should be executed directly on the underlying CPU without
involving the hypervisor.

Source; www, . uba. or/ events ol A8/ courses/nd Virtuallzat du thon.ppt
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Now, another important aspect of things which come into play is the virtual machine
monitor or hypervisor. So, a hypervisor or a virtual machine monitor runs the Guest OS
directly on the CPU right. so that means, I have a Guest OS and I am I at the as my
which has been immolated or installed by the subscriber or running on the or it is
application on the of the client. And then the hypervisor is responsible to execute this or

run this Guest OS directly on the hardware, at the back and the things.

So, this works if the Guest OS uses the same instruction set of the OS host OS right. If it
is a different instruction set, then there is a instruction translation should come into play
right. So, there are several issues, as depicted by Popek and Goldberg that 3 goals of
virtual machine architecture: Are there, 1 is that equivalence the VM, should be
indistinguishable from the underlying hardware. So, as if the virtual machine is running
on the hardware itself. So, what we say it is equivalence or resource control, the VM

should be incomplete control of the virtualizes resource.

So, if you give me 4 GB machine, 30 GB, 60 GB hard disk so and so far that I should
have to complete control over the thing right as subscriber and efficiency. Most VM
instruction should be executed directly on the underlying CPU without involving the
hypervisor. So, that is another thing. So, efficiency will increase if the most of the virtual
machine instruction, should able to execute directly on the underlying CPU without

intervention of this other involvement the hypervisor. So, these are the aspects which



need to be looked into, when we have virtual machine monitor or hypervisor influence

which allows me to emulate VMs.

(Refer Slide Time: 20:04)

Hypervisor or Virtual Machine Monitor

Popek and Goldberg deseribe (and give a formal proof of) the requirements for the CPU's
Instruction set to allow these properties. The main idea here s to classify Instructions into
+  privileged instructions, which cause a trap if executed in user mode, and
sensitive instructions, which change the underlying resources (e.g. doing I/O or changing the
page tables) or observe information that indicates the current privilege level (thus exposing
the fact that the guest OS is not running on the bare hardware).
The former class of sensitive instructions are called control sensitive and the latter behavier
sensitive in the paper, but the distinction Is not particularly important.

What Popek and Goldberg show is that we can only run a virtual machine with all three desired
properties if the sensitive instructions are a subset of the privileged instructions. If this is the case,
then we can run most Instructions directly, and any sensitive instructions trap to the hypervisor
which can then emulate them (hopefully without much slowdown).

Source: www.dc. b arevorta/ e J001 courses/nd /Vinualization-Introduction. ppt
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So, again in the same work these Popek and Goldberg describe and also give a provided
a formal proof of the requirement of the CPU s instruction set to allow these properties to
happen. Like to allow truly virtualization happen at the IaaS level, the main idea is
classifying this instruction into 3 different thing. One is privileged instruction, which
cause a trap in the executed in the user mode. There is a sensitive instruction, which
change the underlining resources, that is doing I O or changing the fact that the Guest OS
is running on the bare metal etc; a sorry means first of all changing the I O or the page

tables or observe the information indication on the current privilege level.

So, if you remember you are operating if you are basic architecture things. So, I have
different level of operations like level O level 1 so and so far. So, more the lower the
level, as I go more on the more closer to the bare metal. So, it all depends that your
virtualization at which point it operates. More the higher level then more latency will
come into play, more translation will come into play. So, we need to look into the things

that what level operations I need to do; especially when we do IaaS type of operations.

And the former class of sensitivity instructions also called controls sensitive or latter call
are behavior sensitive operations right. So, what this Popek and Goldberg; So, that if we

can run a virtual machine with all the 3 desired property if the sensitive instruction are a



subset of a privilege instruction. In their work they have shown that, these sorts of things

are true and we can realize a true virtual machine.

(Refer Slide Time: 21:57)

VMM and VM
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+  Forany conventional third generation computer, a VMM may be constructed if the set of sensitive
instructions for that computer is a subset of the set of privileged instructions
+  Aconventional third generation computer is recursively virtualizable if it is virtualizable and a VMM without

any timing dependencies can be constructed for it.
Srurce: www.idc.uba.ar/oventy/ecl/ 2008/ counes/na Virtualization- ntroduction. ppt

'~ NPTEL ONLINE
IIT KHARAGPUR CERTIFICATION COURSES

So, the same thing or thus whatever we are discussing. So, we have this VMs and this
hardware over this virtual machine monitors is running and it is allows us to emulate this
different VMs right. So, it can be yours. So, some where other whatever the Guest OS
running on the VM. The instruction set need to be converted which can be understood by
this hardware, right. So, that is our bottom line. So, whether it is whether the whole
VMM will have a total abstraction or also have some sort of overlapping with the things,

that that depends on whatever the implementation.
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Approaches to Server Virtualization
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So, if we look at the approaches typical approaches to virtualization.

(Refer Slide Time: 22:42)

Evolution of Software Solutions
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rewriting) — Cooperative assisted) virtualization
- Software Based virtualization - Unmodified guest
- VMware and = Modified guest - VMware and Xen on
Micrasoft - VMware, Xen virtualization-aware
Virtual Virtual hardware platforms
Machine'** Machine o ™ Virtual Virtusl
Dynamie Translation Machina™* Maching
Bypenvisor Hypervisor
Ay Loy -
LT v Hardware {ﬁw‘m.
Hardware
Time

Seuiree: Wi, e, il ar/ events/ecl/ 2008/ courses/n2/Vir

(' NPTEL ONLINE
IIT KHARAGPUR CERTIFICATION COURSES

So, if you see the evolution of this virtualization, 1 is what we say first generation or full
virtualization so, binary rewriting. So, it is software base, VMware and Microsoft
supports this. So, whatever the virtual machines are generating a dynamic translator,
rewrites to the underlining hardware So and So far. In case of a second generation:
virtualization or Para virtualization cooperative virtualization. So, it is a cooperative

virtualization the Guest OS or the modified guest and VMware, xen as it. So, it basically



if you look at here. So, it penetrates little bit into the VM; that means, that is modified on
the things. In case of a third generation or what we say silicon based, their is hardware
assisted virtualization unmodified Guest, VMware and xen on the virtualization aware
hardware platform. So, now your hardware platform is a virtualization aware. So, it is
hardware assisted virtualization. So, in these cases these hardware platforms are not

aware of this virtualization. Whatever is done by this your hypervisor?

(Refer Slide Time: 24:00)

Full Virtualization _—
* 1% Generation offering of x86/x64 server ; + T ]
virtualization H HE R
= Dynamic binary translation J——
= Emulation layer talks to an operating system which m.
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— Guest OS doesn't see that it is used in an emulated
environment

* All of the hardware is emulated including the CPU

* Two popular open source emulators are QEMU
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So, there are different things in case of full virtualization, first generation offering. So,
dynamic binary translation of the source code, as we have seen all the hardware is
emulated including the CPU. To popular open source emulator, many of you might have
seen QEMU and Bochs. These are the 2 popular emulator which change that open source

full virtualization.
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Full Virtualization - Advantages
« Emulation layer
= lIsolates VMs from the host OS and from each other
= Controls individual VM access to system resources, preventing an unstable VM
from \mpac}ting system performance
« Total VM portability

= By emulating a consistent set of system hardware, VMs have the ability to
transparently move between hosts with dissimilar hardware without any
problems
* |t is possible to run an operating system that was developed for another
architecture on your own architecture

* AVM running on a Dell server can be relocated to a Hewlett-P:
5 e, ub e H00H/ s 2
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There are advantages of emulation layer, like you do not bothered about that 2 things are
separated. Total VM portability, like I can put take the VM from 1 to another. So, put
total portability, because only the VMM, I need to understand this. There are drawbacks

this hardware emulations comes with a performance vice.

(Refer Slide Time: 24:42)

Full Virtualization - Drawbacks
* Hardware emulation comes with a performance price
= Intraditional x86 architectures, OS kernels expect to run privileged code in
Ring0
— However, because Ring 0 is controlled by the host OS, VMs are forced to execute
at Ring 1/3, which requires the VMM to trap and emulate instructions
* Dueto these performance limitations, para-virtualization and hardware-

assisted virtualization were developed  application = Ring3
Application — Ring 3

- 7 bl

—_— Ring1/3

- . Wachine =t RKingd
Traditional x86 Architecture Monitor
Full Virtualization

Source; www,dc.uba.arfevents/ec/ 008/ courses/n2/ Virtualization-introduc thon. ppt
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Whenever you want to emulate a hardware performance vice in traditional x 86

architecture, OS kernels expect to run on the privilege ring 0. And now you want to run



them at a higher level and that need to be there should be more latency and other things

come into play.

So, we need to pay for that, or what we need to there is a performance price for that

thing.

(Refer Slide Time: 25:07)

Para-Virtualization

« Guest 05 is modified and thus run kernel-level E o
operations at Ring 1 (or 3)
= Guestis fully aware of how to process privileged

.7
instructions i

= Privileged Instruction translation by the VMM Is no Speclalized AP)
longer necessary Vicwusiihechios ionkar
= Guest operating system uses a specialized AP to talk to
the VMM and, in this way, execute the privileged
Instructions.
= VMM is responsible for handling the virtualization
requests and putting them to the hardware

HAEN

; App.
g | Ao
1 =
|

Hypervisor

=7 =
ardware

Source; wew. e, uba. o/ peentuecl 2008/ coursen/n2/ Virtualiration-Tntrodi tion.pot
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In case of Para virtualization, Guest OS is modified and thus run kernel level operating
system at ring 1 or ring 3. That is much higher level Guest is fully aware of how to
process privileged instruction. privilege instruction translated to VMM is no longer
necessary. Guest operating systems uses specialized API to talk to the VMM right. So, it
is Para; that means, your VMM is penetrating to use some sort of a some into your VMs.
So, that now it is not full translation, but I have a Para virtualization the performance

increases and this thing is becoming pretty popular.



(Refer Slide Time: 25:50)

Para-Virtualization

+ Today, VM guest operating systems are para-virtualized using two different approaches:

- Recomplling the O5 kernel

* Para-virtualization drivers and APls must reside in the guest operating system kernel
* You do need a modified operating system that includes this specific API, requiring a compiling operating

systems to be virtualization aware

= Some vendors (such as Novell) have embraced para-virtualization and have provided para-virtualized

05 bullds, while other vendors (such as Microsofi) have not
- Installing para-virtualized drivers

* In some operating systems it is not ible to use para-vir

version of the operating system

Sour
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To ensure good performance in such environments, para-virtualization can be applied for individual devices

For example, the instructions generated by network boards or graphical interface cards can be modified
before they leave the virtualized machine by using para-virtualized drivers

2008/ ¢

as it requires a specialized

So, in case of Para virtualization recompiling of the OS kernel is required because, there

is penetrating into the things installing of Para virtualized drivers are required. So, that it

takes care at your Guest OS level.

(Refer Slide Time: 26:03)

Hardware-assisted virtualization

* GuestOSrunsatring 0

+ VMM uses processor extensions (such as Intel®-

VT or AMD-V) to intercept and emulate
privileged operations in the guest

+ Hardware-assisted virtualization removes many
of the problems that make writing a VMM a
challenge

+ VMM runsin a more privileged ring than 0, a
Virtual-1ring is created

Specialized AP
Wirtual Machine Monitor

Darvice Drivers

Hypervisor

v

Hardwé’r_; i

Source; www, e, b, or mvenisrol/ 3008/ courses/nd/ Virtualiration-Tntrodue thon.ppt
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The third 1 is a hardware OS running on a ring 0. VMM uses processor extensions like in

case of Intel VT or AMD V and type of things to interpret the privileged things.

Hardware assisted virtualization removes many problems that take place in writing a

VMM into a rather it is a big challenge. So, that it is hardware assistant so; that means,



you go directly over thing is totally fully complied. In doing so, you lose that portability
of the VMs right it becomes a more tricky issue because you need to migrate to
something which understand that hardware. Cons it allows run unmodified OS, right you
the OSs need to not be modified cons is the speed and flexibility is issues That when that
your flexibility you lose and the speed it depends when the migration, etcetera comes

into play.

(Refer Slide Time: 26:44)

Hardware-assisted virtualization

* Pros
- Itallows to run unmodifiegd OSs (so legacy OS can be run without
problems)
= Cons
— Speedand Flexibility
+ Anunmodified OS does not know it is running in a virtualized
environmentand so, it can’t take advantage of any of the
virtualization features
= It can be resolved using para-virtualization partially

SR e, e e A et e 2008 e ourses nd Vi ualiza thon ItToduction, Bt
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(Refer Slide Time: 27:00)

Network Virtualization

Network virtualization is a networking environment that allows
multiple service providers to dynamically compose multiple
heterogeneous virtual networks that co-exist together in
isolation from each other, and to deploy customized end-to-
end services on-the-fly as well as manage them on those
virtual networks for the end-users by effectively sharing and
utilizing underlying network resources leased from multiple
infrastructure providers.
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So, with that we will just touch upon, some of the 1 more aspects of the things what we

say network level virtualization.

So, that now what we are looking as the hardware, now we are looking at the network

level; that means, I need to emulate a network over a virtual network over a given

network, right.

(Refer Slide Time: 27:21)

Typical Approach

+ Networking technology
— IP, ATM
* Layer of virtualization

* Architectural domain

— Network resource management, Spawning
networks

* Level of virtualization
— Node virtualization, Full virtualization
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So, typical approaches what we have seen is that in case of a network technology that is
whether IP base or ATM base layer. Which layer of virtualization is there are
architectural domain, like network resource managements spawning network and type of

things level of virtualization which is node level or full virtualization of the things like.



(Refer Slide Time: 27:38)

Network Virtualization

Making a physical network appear as multiple logical ones

G- &

Physical Metwerk Virtualized MNetwark - Virtualized MNetwark -
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If you look at suppose I have a network like this. Then I can emulate a virtual network
like this or I can emulate virtualizes network like this, right. So, this is my base network.

So, it I can have 2 type of virtual network on the thing over and above of this thing.

(Refer Slide Time: 27:56)

Why Virtualize ?

* Internetis almost “paralyzed”
= Lots of makeshift solutions (e.g. overlays)
— Anew architecture (aka clean-slate) is needed

* Hard to come up with a one-size-fits-all architecture
— Almost impossible to predict what future might unleash

*  Why not create an all-sizes-fit-into-one instead!
— Open and expandable architecture

+ Testbed for future networking architectures and protocols

" ' NPTEL ONLINE
IIT KHARAGPUR CERTIFICATION COURSES

So, I emulate a virtual network, why to virtualizes now what people say that not only
internet in your own networking paradigm is becoming paralyze Like you do not have
much in go space hard to come with a 1 size fit all type of architecture in number of

cases. Like you have a network configuration and fits everybody. So, why not to create



something that all sizes fit to 1 instead type of scenario. So, that is the things what we
want to do. So, tested for future and there is that is and any futuristic working on the
network, protocols and etcetera. Require a test beds for that putting a whole networking

things may be a challenge. So, I can have a sort of virtualizes network.

(Refer Slide Time: 28:43)

Related Concepts

+ Virtual Private Networks (VPN)
= Virtual network connecting distributed sites
= Not customizable enough

* Active and Programmable Networks
=  Customized network functionalities
= Programmable interfaces and active codes

*  Overlay Networks
—  Application layer virtual networks
—  Not flexible enough
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And this is not suddenly came into play, we have lot of things which are already in play
that is a virtual private network active and programmable networks ,overlay networks

these are already in place for several years and this is being emulated over that.

(Refer Slide Time: 29:00)

Network Virtualization Model

* Business Model
* Architecture

* Design Principles
* Design Goals
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And if you look at there are different type of aspect like business model architecture,

design principle, design goal and those are the things.

(Refer Slide Time: 29:09)

Business Model

Players Relationships
Infrastructure Providers (infs)
= Manage underlying physical networks
Service Providers (5Ps) End User
= Create and manage virtual networks
- Deploy custamized end to-end swervices
End Users
- Buy and use services from different service

providers

Brokers
- Media
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And there are different aspects of those, like infrastructure providers, service provider’s
end user brokers. These are the different players and they have a very complex
relationship between each other that how things will be there. And this business model is
not only true for network virtualization, it is true for other sort of virtualization as well

and if we look at that architecture.

(Refer Slide Time: 29:35)

Architecture
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So, if I have that infrastructure provider, then I have a service provider 1 which is have
some sort of a virtual network. Emulated from this like making active some of the
networks etcetera and I can have other type of service provider 2 sp 2 emulating, other
type of networks as well. So, I can emulate different variety of network on a basic
underlying network. So, I can realize different networks into the things. So, these are also
becoming very popular. So, having say not only having servers like, I want to conduct a

particular testing over across the geographical space.

So, not only I want these servers into the place. I also have a particular network
infrastructure into play right. Then those then if you want to have those, type of things
then I not only require the virtualization at the IaaS level or the server level
virtualization. I also require a network level virtualization into play and making this.
Overall I can have a virtualized IP infrastructure into place right. So, we will continue

our discussion in our subsequent lectures we will stop here today.

Thank you.



